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. Guillermo Rauch &

This looks really handy

P
W Bing Xu &

Elmo is the co-pilot for Chrome.
Super helpful when reading new API

¥ Elmo is your Al companion to
create summaries and insights

~ Install from Chrome Web Store

Free / No Account Required / Supports Multiple Languages

Q' Featured on N ‘ Developed by =
R
“ Chrome Web Store D‘ -\ Established Publisher O‘

Work seamlessly across HTML, Youtube, PDF, and Google Docs.

@& &

My

@ Alvin-GenAl &

I've downloaded https://elmo.chat
an Al Chrome extension to create
summaries, insights and extended
knowledge. It does - summarizes
your websites right next to the page,
- summarizes PDF files too, -
summarizes YouTube videos.

0 Diogo Santos &

Elmo is your Al extension & for
Chrome to create summaries,
insights, and extended knowledge.
What does EImo offer? & v/
Summaries and highlights; ¢ Keep
asking questions; ¢ Dive deep into
keywords; ¢ Chat with PDFs; ¢ Talk
with YouTube.

& Tulsi Prasad

| tried out this Al chrome extension
yesterday! 1. No product hunt
launches 2. Featured on Chrome
Web Store like an OG 3. No signup
needed, just plug and play! Works
pretty accurate on blogs and textual
content, but videos are promising as
well!
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Israel-Hamas war - Wikipedia

Israel-Hamas war - Wikipedia
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(Top) From Wikipedia, the free encyclopedia
N . . . = ff—
X SN This article is about the ongoing war in the Gaza Strip and Israel. For the broad. {ﬁj’ Conﬂ Icti ng partles o ﬁﬁ%%ﬂikﬁ&% *UAF'\{H.E °
Events October attack, see 7 October attacks. For the Israeli ground invasion specifica Eﬁ
? Other confrontations present). For other uses, see Gaza War.
Casualti 3 F : NS E==1 W B 25k E S hEs
oo tlles. - An armed conflict between Israel and Hamas-led Palestinian militant groups/@! ; ﬁ 1. SRR : 2023 F£10 B, MPHERRIBZIRZKITEE PR
RUTERIAGENICHS has been taking place chiefly in the Gaza Strip since 7 October 2023. Clashes I
Scale of destructi A
cale of destruction have also occurred in the Israeli-occupied West Bank, and with Hezbollah along 1. BEFERF 202378100, ESE564 8. 183
q . a
War crimes the borders with Lebanon and Syria. The fifth war of the Gaza—Israel conflict = 2 4 2 2 EE & iﬁ . jJ b iﬂ’, — [F i E’] EEE ﬁﬁiﬁ ﬂﬂj"qlﬁ‘m:}ﬂ&Tx
Diplomatic impact since 2008, it is part of the broader Israeli-Palestinian conflict, and the most 3{ . © DB R » ERY AR d
i Reactions ) significant military engagement in the region since the 1973 Yom Kippur War.[124] B, Ehs . ABUET]. OEMEESETSIEX,
Regional effects

v

. The war began when Hamas-led militant groups launched a surprise attack on N NS == \ 115 X \ | k _ _ " .
ModEisoiRiue Israel on 7 October. An estimated 3,000 militants breached the Gaza—Israel 2 ’ &%IE&M] I/iﬂ,"ﬁi‘ N LX@,?J LX&Eﬂﬂﬂﬂ I: ’ yu L}\@,ﬂ 5@“@ 3. Kr'ﬁ§5 : H%él’a_?]*[] Efmlilﬂméﬂéﬂﬁtﬁﬁkfé K*ﬂ*ﬂ 1?—1%35'] 5

See also g o e . .
barrier and attacked Israeli civilian communities and military bases. Several =) kiR v 18 emen 4T N i %
s thousand rockets were concurrently launched into Israel. During this attack, R 2% Em N ﬁ&*]:ﬂ: N 1¥Hﬁ N ”J_ N ﬂj" N ’Ilg*u]:ﬂ BPRINEREL.
References 1,139 Israelis and foreign nationals were killed, including 766 civilians and 373 i
. [y
External links security personnel.[2¢] In addition, 251 Israelis and foreigners were taken captive So 4, A ﬁfﬁt . )EF ﬁ%ﬂ?kéﬂ'\]ﬁz Ef0 z Af'ﬁT‘__, L‘,{&j(fﬂ*ﬁﬂ'\]

into Gaza.['?5 Hamas said its attack was in response to the continued Israeli —_
occupation of the Palestinian territories, the blockade of the Gaza Strip, the 3. L‘,{@,? U *ﬂ HSE?E&QEK)T\&%E@EEN? o iﬁ §7ﬁ 7""7-] °
expansion of illegal Israeli settlements, as well as alleged threats to the Al-Agsa
Mosque and the plight of Palestinian refugees and prisoners.[12611271[128][129][130] 4. E&% %ﬂikwﬂﬂ] A 5 {ﬁt . . MREE - PRI tFEMX TSR EER T ™E,
After clearing militants from its territory, Israel responded by launching one of the = : 5,

most destructive bombing campaigns in modern history,[1311132] pefore PRI T X ARKEE.
commencing a large-scale ground invasion on 27 October with the stated
objectives of destroying Hamas and releasing the hostages.[13311134]
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LMSYS Chatbot Arena Leaderboard

https://chat.Imsys.org/

Rankx* Arena . . . Knowledge
»  Model v » 95% CI Votes Organization License ‘

(uB) Score Cutoff

1 GPT-40-2024-05-13 1287 2/ =3 49124 OpenAI Proprietary 2023/10

2 Claude 3.5 Sonnet 1271 +5/-6 14543 Anthropic Proprietary 2024/4

2 Gemini-Advanced-0514 1267 +4/-4 38444 Google Proprietary Online

2 Gemini-1.5-Pro-API-0514 1263 +3/-4 42152 Google Proprietary 2023/11
Gemipi=1_5S-Pro-APl- .

4 . 1257 +3/-3 55731 Google Proprietary 2023/11
0409-Preview

5 GPT-4-Turbo-2024-04-09 1257 +2/=3 69244 OpenAlI Proprietary 2023/12

7 GPT-4-1106-preview 4251 +3/-3 85076 OpenAl Proprietary 2023/4

7 Claude.. 3.0pus 1248 +3/-3 138524 Anthropic Proprietary 2023/8

7 GPT-4-0125-preview 1246 +3/-2 78333 OpenAI Proprietary 2023 /12

..............................................
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Open LLM Leaderboard

https://huggingface.co/spaces/open-lim-leaderboard/open_Ilim_leaderboard

T 4 Model A Average A IFEval 4 BBH 4 MATH Lvl 5 A GPQA A MUSR A MMLU-PRO
¢ Qwen/Qwen2-72B-Instruct . 43.02 79.89 57.48 35.12 16.33 17.17 48.92
meta-llama/Meta:-Llama-3-70B-Instruct 3 36.67 80.99 5019 23.34 4.92 10.92 46.74
Quwen/Qwen2-72B 35.59 38.24 51.86 29.15 19.24 19.73 52.56
- mistralai/Mixtral-8x22B-Instruct-vO.1 = 34.35 71.84 44.11 18.73 16.44 13.49 38.7
HuggingFaceH4/zephyr-0rpo-141h-A35b-v0.1 3 34.23 65 .11 47.5 18.35 1711 14.72 39.85
microsoft/Phi-3:-medium-4k-instruct 3 33.12 64.23 49.38 16.99 11,52 13.65 40.84
01-2i/Yi-1.5:34B-Chat = 33.08 60.67 44.26 23.34 15.32 13.06 39.12
CohereForAl/c4ai-command-x-plus 3 31.3 76.64 39.92 7:55 738 20.42 33.24
\ 4 abacusai/Smaug-72B-v0.1 3 29.98 51.7 42 .42 1775 9.62 15.39 40.46
- Qwen/Qwenl.5-110B % 29.98 34.22 44 .28 23.04 13.65 13.71 48.45
Qwen/Qwenl.5:110B-Chat X 29.64 59.39 44.98 0 12.19 16.29 42.5

microsoft/Phi-3-small-128k-instruct = 29.16 63.44 45..57 0 9.84 147 38.94
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Use prompt to support multiple language

default:

return "Go step by step, read the content I provide, and perform the following actions:

Step 1: Summarize this context in one sentence;

Step 2: Expand the summarization and write an abstract of a few sentences;

Step 3: Additional bullet points highlighting the opinions conveyed in the context.

Please return the detailed notes you carefully wrote after reading the text repeatedly, ansy
# Summary

<one sentence summary here>

# Abstract

<abstract here>

# Opinions

<additional bullet points highlighting the opinions here>

Your answer:
{answer}";

case "ja":

case "ja-JP":
return " —EC—HTDOEDTHFEL & D, DRI IABTEFHAT. ROEREEECETLUTILEZL,
A7v7 1t COIAVTHFALZE 1 DOXICEHULET,
ATv7 20 AVTFALORBTEENL. ENZEERLET,
A7v7 3: AVTFALDESR,

AXZEFVBRUGATTRICEVWVCATZRANL. KTFOXN—I 9V VEXNEBRBTHREL TSV,

# —XTHEDHBE

<—XTFHEHBEEFZIEL>

# BN

<Z ZICEL>

# ER

<BREZZECHDFET>



Use prompt to create index

You are a large language Al assistant built by Lepton Al. You are given a user question, and
please write clean, concise and accurate answer to the question. You will be given a set of
related contexts to the question, each starting with a reference number like [[citation:X]],
where X is a number. Please use the context and cite the context at the end of each
sentence if applicable.

Your answer must be correct, accurate and written by an expert using an unbiased and
professional tone. Please limit to 1024 tokens. Do not give any information that is not
related to the question, and do not repeat. Say "information is missing on" followed by the
related topic, if the given context do not provide sufficient information.

Please cite the contexts with the reference numbers, in the format [citation:x]. If a sentence
comes from multiple contexts, please list all applicable citations, like [citation:3][citation:5].
Other than code and specific names and citations, your answer must be written in the same
language as the question.

Here are the set of contexts:

{context}

Remember, don't blindly repeat the contexts verbatim. And here is the user question:

Who said live long and prosper?

Answer

The phrase "live long and prosper" is most famously associated with the character Mr. Spock, play:
Jewish actor Leonard Nimoy, in the Star Trek TV series ' Nimoav learnad tha hand nactiira that

accompanies this phrase, known as the Vulcan salute, . Live Long And Prosper - Meaning & Origin ...

phrase was written by Theodore Sturgeon and is frequ: ‘Live long and prosper’ is an

gesture and phrase were first used together in the Star  'f :5 abbreviated version of a
TR s " -, traditional Jewish religious

Time . Today, "live long and prosper" has transcend blessing. It came to a wider...

. 6 7 . .
symbol of peace and goodwill . Rabbi Morrison, ar https:/fwww.phrases.org.uk/meanings/l...

confirmed the origin of the salute from a Jewish religiol
said "live long and prosper" in the context of the Vulcan salute.

@ Sources
Live Long And Prosper ... The Jewish roots of Le... Vulcan salute - Wikipedia The Origins of 11 F
p W
Live Long & Prosper: St... Live Long and Prosper!:... How Leonard Nimoy's J... This is Why We 'Liy
S = A
[ Related

Who first saw the Vulcan salute as a child?

rsion of the blessing in the Priestly Blessing?



Google Al Edge Tools Community [F Q. Search @ English « Sign in

Google Al for Developers GeminiAPl  Gemma

Docs APl Reference Cookbook Google Al Studio Prompt gallery Pricing

Math Tutor Math Worksheet Generator Scavenger Hunt

_reate a set of elementary math worksheets _reate a curated list of scavenger hunt

each me a lesson on quadratic equations _reate asetc

Unit Testing Geometry problem solving Trip recommendations

Add unit tests for a Python function. Solve for X in an image —onvert unorganized text into structured
1 1t Nes

Time complexity Opossum Search Recipe creator

Object identifier Marketing writer List items from image

1IeSCription or an l'[" t and its uses fr

et catchy aavertising copy tallored to your et a liIst of opjects In a photo

product and target audience

Hurricane charting Blog post creator Barista Bot



ANTHROP\C English v Q  Search... 3BK Research News Talk to Claude >

User Guides API Reference  Prompt Library  Release Notes  Build with Claude Contest

Developer Console PROMPT ENGINEERING Before prompt engineering

Developer Discord Prompt engineering overview When to prompt engineer

How to prompt engineer

Support
Before prompt engineering Prompt engineering tutorial
Get started ) )
This guide assumes that you have:
Overview
1. A clear definition of the success criteria for your use case
Quickstart

2. Some ways to empirically test against those criteria
Intro to Claude

3. A first draft prompt you want to improve

Ledrniabout Glauce If not, we highly suggest you spend time establishing that first. Check out Define your success

Use cases > criteria and Create strong empirical evaluations for tips and guidance.
Models
Security and compliance 7 @?

Prompt generator
Billd With clduda Don’t have a first draft prompt? Try the prompt generator in the Anthropic Console!

Define sucess criteria
Develop test cases

Prompt engineering v

Overview When to prompt engineer
Ask Al A\
Prompt generator This guide focuses on success criteria that are controllable through prompt engineering. Not

B AR ol e et AN P AT S A AR A SIS ), 2 R dndet], SR err it o S B M s e et [, DS RSt MRy G, [Ny AT R P A A et B e SR ST, ANRIC O, SEue c et N, 1, MRy SN IR s eni ity BUCTIE BT S R G A AT



:o Prompt Engineering Guide ® Prompt Engineering Course  Services About Search... % K O a

Prompt Engineering Prompt Engineering On This Page

Prompt Engineering Guide il

Introduction v
LLM Settings

Basics of Prompting Prompt engineering is a relatively new discipline for developing and optimizing prompts to efficiently use language
Question? Give us feedback -

Bromiot Elsments models (LMs) for a wide variety of applications and research topics. Prompt engineering skills help to better e ——

understand the capabilities and limitations of large language models (LLMs).
General Tips for Designing

Prompts ) ) ) ) )
Researchers use prompt engineering to improve the capacity of LLMs on a wide range of common and complex
Examples of Prompts tasks such as question answering and arithmetic reasoning. Developers use prompt engineering to design robust
Techniques ¥ and effective prompting techniques that interface with LLMs and other tools.

Zero-shot P ti . i o . N ; : .
FISrRSEL AR Prompt engineering is not just about designing and developing prompts. It encompasses a wide range of skills and

Few-shot Prompting techniques that are useful for interacting and developing with LLMs. It's an important skill to interface, build with,

Chain-of-Thought and understand capabilities of LLMs. You can use prompt engineering to improve safety of LLMs and build new

Prompting capabilities like augmenting LLMs with domain knowledge and external tools.

Self-Consistency . o ) . . . . . _
Motivated by the high interest in developing with LLMs, we have created this new prompt engineering guide that

Generate Knowledge contains all the latest papers, advanced prompting techniques, learning guides, model-specific prompting guides,

Prompting _— . .
lectures, references, new LLM capabilities, and tools related to prompt engineering.

Prompt Chaining

Tree of Thoughts

Retrieval Augmented Want to learn more?

Generation

Automatic Reasoning and ’ We've partnered with Maven to deliver the following live cohort-based courses on prompt engineering:
@ English o e LLMs for Everyone (Beginner) - learn about the latest prompt engineering techniques and how to

ST S s PR BLENRORY] P ] Tt b S S AN B e ] [ el o [ i e e SR
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' Index Process Data Ingestion W
) . ] Scalability Sl . . Data flow
Structured Data | | & Content Failure point — ™
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¥ % stage _ ¢ intput/output
Complex PDFs | | Documents Chunks R 9 r
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r’ ______________________________________________________________________________ epe o
' Query Process [ Specmcntyl

I v

f 1 New Response | |

Model(e) Q”ery Query | Ranked Processed e

y ’ —l r | Chunks Chunks Chunks y ] |
i 1 | ot

I
|
|
|
|
& - o
LLM Security | { Rewriter t Retriever Reranker Consolldator Reader | Extracted '
:
|

w [ |

Mlssed Top Notin [~ Wrong i

[ Rar]ked ] __________ [ Context ] . Format Incomplete ]
/ Proposed Solutions \

G e Better prompting, output parsing, pydantic Chain-of-table pack &

° o XTI o

oI ©

o[ LTl @
4

programs, & OpenAl JSON mode Mix-self-consistency pack

e Tweak retrieval strategies &

Finetune embeddings

Clean your data, prompt

compression, & LongContextReorder
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Missing content

The RAG system provides a plausible but
incorrect answer when the actual answer
Is not in the knowledge base, rather than

stating it doesn't know.

Wrong output format

The output format is not as expected

Super long context

The correct answer is overlooked,
causing the system to fail to deliver
accurate responses.

Unstable

What if your model runs into issues, such
as rate limit errors with models.

Wrong source format

When an instruction to extract
information in a specific format, like a
iImage, table or list.

Security

Prompt injection, handle insecure
outputs, and prevent sensitive
information disclosure



Build-in Al

const session = await window.ali.createTextSession();

const result = await session.prompt("Write me a poem'");

console.log(result);

Kenji Ba

Built-in Al Early Preview Program Mthors  Thomass

Alexandrg

Welcome and heads-up about the Prompt API |
Contact See this se
Last-updated Séuenciz;fi

Intro

Welcome, and thank you for participating in our Early Preview Program for built-in Al capabilities
Google /0O 2024). Your involvement is invaluable as we explore opportunities to improve or augm
experiences with Al!

The Built-in Al Early Preview Program has several goals:

e Listening: We're eager to hear your feedback on early-stage APIs. Help us better underst
problems you're trying to solve. This will ensure that we design the APIs you need, inthe r
e Exploring: We want to facilitate the discovery of promising applications for built-in Al, wh|
directly inform our roadmap and prioritization discussions. To this extent, we'll provide acq
exploratory APls such as the Prompt API.
e Supporting: Your insights and interest will inform discussions with other browser vendor;
towards common standards for Al integration in web browsers.

Know of other folks who would love to join this pr
perhaps you got access to this document from a |

>
Sign up to get the latest updates directly in your

In this first update, we're excited to provide details about the upcoming exploratory Prompt API,
facilitate the discovery of Al use cases through local prototyping. More concretely, this APl will

44
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Exploratory APIs

For local experiments and
use case determination.
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Task APlIs

Purpose specific,
pre-trained.
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Web Translation API Built-in Al

For a known source language

If the source language is known, using the API looks like so:

const canTranslate = await translation.canTranslate({

sourceLanguage: "en",
targetLanguage: "ja"

});

if (canTranslate !== "no") {

const translator = await translation.createTranslator({
sourceLanguage: "en",
targetLanguage: "ja"

});
console.assert(translator.sourceLanguage === "en");
console.assert(translator.targetLanguage === "ja");

const text = await translator.translate("Hello, world!");
const readableStreamOfText = await translator.translateStreaming("

Four score and seven years ago our fathers brought forth, upon this...

} else {
// Use alternate methods

» const session = await

window.ai.createTextSession():

const result = await session.prompt( Translate
the following sentense into Chinese: "This
proposal is an early design sketch by the Chrome
built-in AI team to describe the problem below
and solicit feedback on the proposed solution. It
has not been approved to ship in Chrome." );
console. log(result);

“IZiRiNZH Chrome AZHWATIESEHAREHIRIT VM125:4
NEE, SEEAUTEIAHAMERISIRBINERARZRNRE, %I
5'%3% \ Ch rome E’]j:l:tlﬁl'/(L\ L‘Eo"
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